
Easing the Friction of Data Movement



Will my data follow me to the 
future?

Agenda

• Market dynamics and client challenges

• High performance file and object data 

storage architecture

• Automated tiering via powerful ILM

• The Solution

Friction producers

Friction reducers



Motivation
By 2020 the digital universe will reach 44 zettabytes

By 2025 the global datasphere will reach 175 zettabytes

ʃIt is doubling in size every two years

ʃOver 60 % of the data is never or rarely accessed

ʃLow retrieve rates once data has aged

ʃData needs to be kept for longer period of 

times (+5 years)

Where should all this data be stored?

ʃOn flash? On disk? In the cloud? On tape?

ʃHow much will this cost (maintenance, power, etc.)?

Solutions allowing to move data that is no longer or seldom accessed to cost efficient storage like tape

ʃTapes reduce TCO by 60 –80 % compared to disk or cloud storage (link)

ʃTapes are scalable –330 TB tape has been demonstrated in 2017 (link)

ʃLTFS allows storing data on tape in standardized format (link)

44 * 1021 Bytes by 2020

https://www.lto.org/wp-content/uploads/2018/08/ESG-Economic-Validation-Summary.pdf
https://www-03.ibm.com/press/us/en/pressrelease/52904.wss
https://www.snia.org/ltfs


Client pain points

• New generations of applications, such as AI and 

analytics, bring new challenges of storage 

infrastructure. For example:

• Ability to achieve performance requirements

• Ability to scale anywhere from small to 

extremely large deployments

• Ability to share data across applications

• Ability to manage the data complexity

• Cyber resiliency requirements mandate securing 

the data storage layer

• Lack of expertise to build and deploy, for example 

hardware, networking, and so on

• Time consuming to design, implement, optimize, 

and test the solution before deployment

• Risks in unproven architecture

50%
of mid-size and large 

enterprises state they 

have data stored in too 

many different silos

84%
of digital transformation 

projects fail due to 

siloed data and 

unreliable integration
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Highly scalable high-performance unified storage for files and 
objects with integrated analytics

Performance: remove data-related bottlenecks 

• with a parallel, scale-out solution

• 2.5TB/s demonstrated throughput 

Ease of management: enable global collaboration 

• with unified storage and global namespace across multiple protocols

• data Lake serving HDFS, files and object across sites

Economics: optimize cost and performance 

• with automated data placement

• most frequently accessed data will be kept in tier 1 storage while cold data 

will be automatically identified and moved to a lower tier of storage, either 

natively within the file system or as an external storage tier



Improve data economics

• Information Lifecycle Management with intelligent 

automatic tiering of data

• Policy engine for fast metadata scans

• Automated data movement based on policy

• Movement among multiple types of storage: Flash, SSD, 

HDD, external tape, object storage, and cloud

• Reserves high speed storage for work in 

progress, moves everything else transparently 

to lower cost storage tiers

• Visibility / access to content regardless of storage tiers

• Enterprise scale

• Seamless expansion and upgrades

• Policy driven compression increases effective capacity

IBM Bluemix

Object Storage

last accessed 

> 30 days

last accessed 
> 60days

Silver pool is >60% 
full, drain it to 20%

accessed 
today and file 
size is <1G

System pool

(Flash)

Gold pool

(SSD)

Silver pool

( NL SAS)

Tape Library

Tape or S3

The right data at the right place at the right time



Key ILM techniques to manage 
storage costs

Initial placement 

of files on the 

most appropriate 

storage medium

Policy based 

migration during 

lifetime of the 

files based on 

age, size, etc

Transparent file 

access in the 

original name 

space



File State Change

File State

Resident Premigrated Migrated

•Data is on disk •Data is on both disk and 

tape

•Data is on tape only

•Initial state •Rapid access to the data 

available on disk while

the redundant data is 

available on tape

•Most economical

State will be changed 

transparently by user file 

access, or explicit command  



Production/Archival Data

Flash/Disk Tape
Hybrid Storage

Global Namespace

HOT

Data

COLD

Data

WARM

Data

Active Archive
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Automatic Migration with Thresholds
[high threshold 80%, low threshold 60%]

Total Storage Online Storage

high threshold

low threshold Automatic migration to reduce

online storage space

Cold Data

Hot Data

Manage continuous data growth



The Solution



IBM Spectrum Scale
and 

IBM Elastic Storage Server 
(ESS) 

Value Propositions

Multiple data access protocols, support traditional and next-gen applications

High throughput, low latency storage solution for unstructured data

Data sharing across cities and countries, in high performance

•Secure storage solution, satisfy the most critical mission. 
Highly available and reliable storage, rich data protection functions, protect data from physical 
failure and cyber attack

Heterogenous storage hardware management, fully leverage hardware capability, while reduce the 
HW investment

•Fast time to value, ease of deployment and management using pre-tested 
and integrated IBM Elastic Storage Server 



IBM Elastic 

Storage System 

3000

GSxS GHxy GLxS GLxC

Built for speed 

with NVMe

Built for speed

with SSD

Hybrid: built for 

speed with SSD 

and high capacity 

with HDD

Built for high 

capacity with HDD

Extreme density 

HDD capacity

Each building block contains:

• 2 Spectrum Scale I/O data servers

• A Power-based ESS management server, one per Spectrum Scale cluster

• A pair of IBM Power8 Spectrum Scale NSD data servers 

• Except ESS 3000, a fully integrated 2U storage building block that has a pair of x86 server cannisters

ESS has various models to suit your needs

• Types of hardware: SAS, NL-SAS, SSD, or NVMe

• Various sizes of disk, SSD and NVMe

Elastic Storage Server building blocks and models



Flash 

Gold Pool

Disk

Silver Pool

Tier 1 

($$) Tier 2 

($)

Single name space

IBM Spectrum Scale

CIO Finance Engineering

Tape

LTFS

Tier 3

(¢)

IBM Spectrum Archive EE

Up to   500 PB
(with TS115 5 Tape Drives) 

2 Tape Libraries

Multiple Protocol Support

Client Applications •

•

•

•
•

•

•

•

•

•
•

IBM Spectrum Archive Enterprise Edition (EE)



1. Tape Gateway Servers
• CPU - x86 or POWER Little Endian

• Per-node license (no capacity limitations)

2. Disk Storage

3. Tape Drive and Tape Media

4. Tape Library

App Server

Tape Library

NFS

CIFS

Object

NSDs

Building Block Options for Scale Out

The future of tape! 

• Data/cost optimizations for inactive data

• Tape has superior TCO and scalability

• Tape has a long-term storage lifecycle 

• Air gap: Unaffected by viral attacks



Tape library technology upgrade

Disk

SAN

Cluster Network

Spectrum 

Archive Nodes 

Move tapes (and drives) to 

a new tape library

Existing tape library can be replaced with a new one

ʃ Existing tapes must be transferred to new library

ʃ Existing tape drives can be re-used in the new library

ʃ New drives and/or tapes can be added

Procedure adjusts the library serial number

ʃ Remove drives that are not required

ʃ Stop IBM Spectrum Archive EE

ʃ Move tapes and/or tape drives to the new library

• Existing drives must be attached to the same node as before

ʃ Update library serial number from new tape library

ʃ Start IBM Spectrum Archive EE



Tape drive technology upgrade

Existing environment: LTO-6 drives and tapes

ʃGoal: migrate to LTO-8 drives and tapes

New environment: Add LTO-8 drives and tapes

ʃKeep LTO-6 drives to read existing tapes because 

LTO-8 drives cannot read or write LTO-6 tapes

In pool migration:

ʃSet mediarestriction to L8 (LTO-8) 

ʃExisting LTO-6 tapes are read-only (non-appendable)

•Existing data can be read using LTO-6 drives 

ʃNew LTO-8 tapes are formatted in L8 format and are read-write (appendable)

•New data is automatically written to LTO-8 tapes due to mediarestriction

ʃExisting LTO-6 tapes can be reclaimed to LTO-8 tapes and removed

Existing pool with L6

Existing pool with L6 and 

L8 Ą mediarestriction=L8

Reclaim and remove



Tape drive technology upgrade with up-format
Existing environment: TS1150 drives and JD tapes 

ʃJD tapes are written in E08 format (10 TB)

ʃGoal: migrate to JD tapes with 55F format (15 TB)

New environment: Add TS1160 drives to write 55F 

format (15 TB) on existing JD tapes

ʃKeep at least one TS1150 drives (export, reclaim)

In pool migration:

ʃSet format to 55F

ʃUsed JD tapes written in E08 format are read-only (non-appendable)

•Existing data can be read by TS1150 drives

ʃNew or reclaimed JD tapes are formatted in 55F format (appendable)

•New data is automatically written to tapes in 55F format by TS1160 drives

ʃExisting JD tapes written in E08 format can be reclaimed to 55F format within pool

Existing pool with JD 

media (10 TB)

Existing pool with JD 

media and format=55F

Reclaim

Used

Tapes

Unused

Tapes




